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Current approaches of hypernymy acquisition are mostly based on syntactic  or surface representations and extract hypernymy relations between word surface forms  and not word readings. In this paper we present a purely semantic approach for hypernymy extraction based on semantic networks. This approach employs a set of patterns of the form SUB0(a1,a2)←premise where the premise part of a pattern is given by a semantic network. Furthermore, this paper describes how the patterns can be derived by relational statistical learning following the Minimum Description Length principle (MDL). The evaluation demonstrates the usefulness of the learned patterns and the entire hypernymy extraction system. 
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1. Introduction

A concept is a hypernym of another concept if the first concept denotes a superset of the second. For instance, the class of animals is a superset of the class of dogs. Thus, animal is a hypernym of its hyponym dog and a hypernymy relation holds between animal and dog. A large collection of hypernymy  relations is needed for a multitude of tasks in natural language processing. Hypernyms are required for deriving inferences in question answering systems, they can be employed to identify similar words for information retrieval or they can be useful to avoid word-repetition in natural language generation systems. To build a taxonomy manually requires a large amount of work. Thus, automatic approaches for their construction are preferable. In this paper, we introduce a semantically oriented approach where the hypernyms are extracted using a set of patterns which are neither syntactic nor surface-oriented but instead purely semantic and are based on  a semantic network (SN) formalism. The patterns are applied on a set of SNs which are automatically derived from the German Wikipedia by a deep syntactico-semantic analysis. Furthermore, these patterns are automatically created by a machine learning approach based on the Minimum Description Length Principle (MDL).

2. Related Work

Patterns for hypernymy extraction were first introduced by Hearst [HEA92], the so-called Hearst patterns, e.g.,  NPhyper such as {{NPhypo,}* (and|or)} NPhypo.  These patterns are applied on arbitrary texts and the pair of the instantiated variables NPhypo and NPhyper is then extracted as a concrete hypernymy relation.

Apart from handcrafted patterns there was also some work to determine patterns automatically from texts [SNO05]. For that, Snow et al. collected  sentences in a given text corpus with known hypernym noun pairs. These sentences are then parsed by a dependency parser. Afterwards, the path in the dependency tree is extracted which connects the corresponding nouns with each other. To account for certain key words indicating a hypernymy relation like such (see first Hearst pattern) they added the links to the word on either side of the two nouns (if not yet contained) to the path too. Frequently occurring paths are then learned as patterns for indicating a hypernymy relation. Morin et others proposed an alternative approach based on surface forms [MOR04].

The drawback of these mehods is that they are not really semantic based, i.e., no axioms can be applied to make the patterns more generally usable or to enforce logical constraints in the patterns. Also they operate on words and not word reading. Finally they are not supported by a semantic lexicon which provides very useful information for the validation of hypernymy hypotheses.
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Figure 1 Matching pattern D3 to the SN representing the sentence "A skyscraper denotes a very tall building". Bold lines indicate matchted arcs, the dashed line is the inferred arc.
3. MultiNet Semantic Network Formalism

In the following a short overview of the semantic representation we employ, which is called MultiNet, is given. MultiNet is an SN formalism (Helbig, 2006). In contrast to networks like WordNet (Fellbaum et al., 1998) or GermaNet (Hamp et al., 1997), which contain lexical relations between synsets, MultiNet is designed to comprehensively represent the semantics of natural language expressions and is based on conceps (word readings). An SN in the MultiNet formalism is given as a set of vertices and arcs where the vertices represents the concepts and the arcs the relations (or functions) between the concepts.  A vertex can be lexicalized if it is directly associated to a lexical entry or non-lexicalized. An example SN is shown in Fig.1. Note that each vertex of the SN is  assigned both a unique ID (e.g., c2) and a label which is the associated lexical entry for lexicalized vertices and anon for non-lexicalized vertices. Thus, two SNs differing only by the IDs of the non-lexicalized vertices are considered equivalent. Important MultiNet relations/functions are:

· *MODP: Function modifying property

· OBJ: Neutral object

· PROP: Relation between object and property

· PRED: Predicative concept characterizing a plurality

· SCAR: C-Role – Carrier of a state 

· SUB/SUBS/SUBR: Relation of conceptual subordination (hyponymy/troponymy)

· SUB0: Hyper-relation to SUB/SUBS/SUBR

MultiNet is supported by a semantic lexicon (Hartrumpf, 2003) which defines, in addition to traditional grammatical entries like gender and number, semantic information consisting of one or more ontological sorts and several semantic features for each lexicon entry. The ontological sorts (more than 40) form a taxonomy where the sorts, in constrast to concepts of a usual taxonomy, are not necessarily associated to singe lexemes.  Examples:

·  o (object)
· co (concrete object)

· s (substance)

· d (discrete object)

· ab (abstract object)

· ...

Semantic features are certain semantic properties which can be set, not set, or underspecified. The following semantic features are defined:  animal, artif (artificial), animate, axial, geogr (geographic), human, legper (legal person), potag (potential agent), thconc (theoretical concept).

Sample characteristics for teacher: animal -, animate +, artif -, axial +, human +, lexper +

  The SNs are automatically constructed from (German) texts by the deep linguistic parser WOCADI
 (Hartrumpf, 2002) whose parsing process is based on a word class functional analysis. 

 1  Application of Deep Patterns

The extraction of hyponyms as described here is based on a set of patterns. Each pattern consists of a conclusion part SUB0(a1,a2) and a premise part in form of an SN where both a1 and a2 have to show up. The patterns are applied by a pattern matcher (or automated theorem prover if axioms are used) which matches the premise with an SN. The variable bindings for a1 and a2 are given by the matched concepts of the  SN. An example pattern
 which matches the sent.:A skyscraper denotes a very tall building. is D3 (see Table 1 and Fig. 1) The instantiated conclusion which is stored in the knowledge base is SUB0(skyscraper.1.1,house.1.1) with subrelation SUB.
 2  Graph Substructure Learning By Following the Minimum Description Length Principle

In this section, we describe how the patterns can be learned by a supervised relational machine learning approach following the Minimum Description Length principle. This principle states that the best hypothesis for a given data set is that one which minimizes the description of the data (Rissanen, 1989), i.e.,  compresses the data the most. Basically we follow the substructure learning approach of Cook and Holder (Cook and Holder, 1993). According to this approach, the description length to minimize is the number of bits required to encode a certain graph (here SN) which is compressed by a substructure (here pattern premise). If a lot of graph vertices can be matched with the  substructure vertices, this description length  will be quite small.  For our learning scenario we investigate collection of SNs containing a known hypernymy relationship. A pattern (given by a substructure in the premise) which compresses this set quite well is expected to be useful for extracting hypernyms.Let us first determine the number of bits to encode an entire graph (here SN). A graph can be represented by its adjacency matrix and a set of vertex and arc labels. Since an adjacency matrix consists only of ones and zeros, it is well suitable for a binary encoding.
	ID
	Definition
	Matching Expression

	D1 (equ)
	SUB0(a1,a2) ← SUB(f,a2) ∧ EQU(g,f) ∧ SUBR(e,equ.0) ∧   ARG2(e,f) ∧ TEMP(e,present.0) ∧ ARG1(e,d) ∧ SUB(d,a1)
	Psycholinguisticshypois  the  sciencehyper of the human ability to speak.

	D2 (pred)
	SUB0(a1,a2)← PRED(g,a2) ∧ ATTCH(g,f) ∧ SUBR(e,pred.0) ∧  ARG2(e,f) ∧ TEMP(e,present.0) ∧ ARG1(e,d) ∧ PRED(d,a1)
	 Hepialidaehypo are a kind of insectshyper.

	D3 (denote)
	SUB0(a1,a2) ← SUB(f,a2) ∧ SUBS(e,denote.1.1) ∧
TEMP(e,present.0) ∧ OBJ(e,f) ∧ SCAR(e,d) ∧ SUB(d,a1) 
	A skyscraperhypo denotes a very tall buildinghyper.

	D4 (other)
	SUB0(a1,a2) ←  PROP(f,other.1.1) ∧ PRED(f,a2) ∧ FOLL*ITMS(d,f) ∧ PRED(d,a1)
	duckshypoand other animalshyper

	D5 (appos)
	SUB0(a1,a2)  ←  SUB(d,a2) ∧ SUB(d,a1)


	the instrumenthyper cellohypo

	D6 (sub)
	SUB0(a1,a2) ← SUB(f,a2) ∧ TEMP(e,present.0) ∧ SUBR(e,sub.0)∧SUB(d,a1)∧ ARG2(e,f)∧ ARG1(e,d)
	The Morton-numberhypo is a dimensionless  indicatorhyper.


Table 1 A selection of automatically learned hyponym patterns.

The total description length of the graph is then given by: vbits+rbits+ebits, where (for details see  Cook and Holder, 1993):
· vbits: number of required bits to encode the vertices. For that we numerate all label names by a unique ordering (e.g., alphabetically) so that only the number of the label name has to be encoded.
· rbits: number of required bits to encode the adjacency matrix.
· ebits: number of required bits to encode the arcs. (similarly to vbits)
Now let us investigate how a single graph is compressed by the substructure. If the substructure is contained in a graph, the graph is modified in such a way that this substructure is replaced by a single vertex in the adjacency matrix. The description length of the compressed graph is then given by the description length of the modified graph plus the description length of the substructure. 
In our method there are two major differences from the graph learning approach of Cook and Holder.
· Not a single graph is compressed but a set of graphs. 
· For the approach of Cook and Holder, it is unknown which vertices of the substructure a graph node is actually connected with. 
Thus, the description is not complete and the original graph could not be reconstructed using the substructure and the compressed graph. 
The generalization of the Cook and Holder-algorithm to a set of graphs is quite straight forward. The total description length of a set of compressed graphs is given by the description length of the substructure (here pattern) added to the sum of the description lengths of each SN compressed by this pattern.
To make the description complete we specify the bindings of the substructure vertices to the graph vertices. Not all bindings have to be specified. Naturally no binding have to be specified for lexicalized nodes since the binding is clear because there can be no different nodes with the same lexical label. This is different for un-lexicalized labels which are all associated to the label “anon”. For such a node a binding has to be specified unless all its connection to other nodes can completely inferred by the pattern premise. This information is sufficient to reconstruct the original SN. 
The patterns are created compositional, i.e., the process starts with pattern premises consisting of only one edge which are extended in such a way that the description lengths of the SNs compressed by the extended patterns are minimized.
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Figure 2 Activity diagram of the hypernym extraction process.
4. System Architecture

In this section, we give an overview over our hypernymy extraction system.The following procedure is used to identify hypernymy relations in Wikipedia (see Figure 2): 
1. First, all sentences of Wikipedia are analyzed by the deep analyzer WOCADI (Hartrumpf, 2002). As a result of the parsing process, a token list, a syntactic dependency tree, and an SN is created.

2. Shallow patterns based on regular expressions are applied to the token lists, and deep patterns (learned and hand-crafted) are applied to the SNs to generate proposals for hypernymy relations.
3. A validation tool using ontological sorts and semantic features checks whether the ontological sorts and semantic features of the hypernym subsume that one of the hyponym. Only hypotheses where this requirement is met are  stored in the knowledge base KB. Examples:
· house (human -) can be no hyponym of author (human +)
· house (d/discrete object) can be no hyponym of idea(abs/abstract)
4. If the validation is successful, the hypernymy hypothesis is integrated into KB.  Steps 2-4 are repeated until all sentences are processed. 
5. Each hypernymy hypothesis in KB is assigned a confidence score estimating its reliability.
5. Validation Features

The knowledge acquisition carried out is followed by a two-step validation. In the first step, we check the ontological sorts and semantic features of relational arguments for subsumption.  In a second step, each relational candidate in the knowledge base is assigned a quality score. This is done by means of a support vector machine (SVM) on several features. The SVM determines the classification (hypernymy or non-hypernymy) and a probability estimate for each hypernymy hypothesis. If the classification is 'hypernymy',  the score is defined by this probability estimate, otherwise as one minus this value. 
Correctness Rate: The feature Correctness Rate takes into account that the assumed hypernym alone  is already a strong indication for the correctness or incorrectness of the investigated relation. The same holds for the assumed hyponym as well. 
Context: Generally, hyponym and hypernym can appear in similar contexts (Cimiano et al., 2005). The textual context can be described as a set of other concepts (or words for shallow approaches) which occur in the neighborhood of the investigated hyponym/hypernym candidate pair investigated on a large text corpus. Instead of the textual context we regard the semantic context. More specifically, the distributions of all concepts are regarded which are connected with the assumed hypernym/hyponym concept by the MultiNet-PROP (property) relation.
 3  Evaluation

We applied the pattern learning process on a collection of 600 SNs, derived by WOCADI from Wikipedia, which contain hyponymically related concepts. Table 1 contains some of the extracted patterns including a typical expression to which this pattern could be matched. The predicate FOLLf(a,b) used in this table specifies that argument aprecedes argument bin the argument list of function f.   Precision values for the hyponymy relation hypotheses extracted by the learned patterns, which are applied on a subset of the German Wikipedia,  are given in Table 2. The first precision value specifies the overall precision, the second the precision if only hypernymy hypotheses are considered which were extracted from first sentences of Wikipedia articles. The precision is usually  increased considerably if only such sentences are regarded. Also the confidence intervals were given for the precision values for a significance level of 5%. The last number specifies the total number of sentences a pattern could be matched to. Note the the confidence interval is very large for pattern D4 if evaluated on first sentences of Wikipedia articles since this pattern is barely applicable to such sentences. 
	ID
	Precision
	Confidence  (+/-)
	First Sentence
	Confidence (+/-)
	# Matches

	D1  (equ)
	0.223
	0.035
	0.325
	0.073
	35497

	D2  (pred)
	0.641
	0.151
	0.846
	0.138
	937

	D3 (denote)
	0.613
	0.144
	0.697
	0.157
	1,581

	D4 (other)
	0.613
	0.058
	0.688
	0.227
	3461

	D5 (appos)
	0.089
	0.023
	0.073
	0.044
	37,655

	D6 (sub)
	0.268
	0.054
	0.312
	0.076
	85,511


Table 2: Precision of hypernymy hypotheses extracted by patterns without usage of the validation component.

	Score
	≥0.95
	≥0.9
	≥0.85
	≥0.8
	≥0.75
	≥0.7
	≥0.65
	≥0.6
	≥0.55

	Precision
	1.000
	0..952
	0.943
	0.836
	0.831
	0.706
	0.680
	0.566
	0.566
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Figure 3: Precision of the extracted hypernymy relation for different score intervals.

Table 3: Precision of the extracted hypernymy relations for different confidence score intervals.

Furthermore, besides the pattern extraction process, the entire hypernymy acquisition system was validated, too. In total 391,153 different hypernymy hypotheses were extracted employing 22 deep and 19 shallow patterns. 28,000 hypotheses were annotated with the information if the hyponymy relation actually holds. 149,900 of the relations were only determined by the deep but not by the shallow patterns which shows that the recall can be considerably increased by using deep patterns in addition. But also precision profits from the usage of deep patterns. The average precision of all relations extracted by both shallow and deep patterns is 0.514 that is considerably higher than the average precision for the relations only extracted by shallow patterns (0.243). The correctness of an extracted relation hypothesis is given for several confidence score intervals in Table 3. There are 89,944 concept pairs with a score above 0.7. Note that recall is very difficult to specify since for doing this the number of hypernymy relations which are theoretically extractable from a text corpus has to be known where different annotators can have very dissenting opinions about this number. Thus, we just gave the number of relation hypotheses exceeding a certain score. However the precision obtained by our system is quite competitive to other approaches for hypernymy extraction like the one of (Erik Tjong and Kim Sang, 2007) which extracts hypernyms in Dutch (Precision: 0.48).

 4  Adjustments to Meronyms

This approach was also successful applied on meronymy (part-whole) relation extraction. The principle is the same as for hyponyms. Changes were necessary in the pattern definitions, the filtering using sort and features and the validation features.

Hand-crafted patterns were mainly derived from (Girju et al., 2006). Furthermore, we also applied our learning algorithm which minimizes the description lengths on SNs with annotated meronyms. The learned patterns include the following:
· MERO(a1,a2)←PRED(f,a2) ∧(e,f) ∧SUBS(e,have.1.1) ∧OBJ(e,d) ∧(d,a1). Example: Carsholo have wheelsmero.
· MERO(a1,a2)←SUB(e,a2)∧ATTCH(e,d) ∧SUB(d,a1). Matching example: wheelmero of a carholo
· MERO(a1,a2)←SUB(e,a2)∧ATTCH(e,d)∧PRED(d,a1). Matching example: wheelsmero of a carholo
· MERO(a1,a2)←SUBS(f,consist.1.1)∧TEMP(f,present.0)∧ARG1(f,e)∧SUB(e,a2)∧PARS(d,e)∧PRED(d,a1). Matching example: A carholo consists of wheelsmero, ...

The filtering algorithm based on sorts and features had to be modified. Subsumption of semantic feature and ontological sorts is no longer a filtering criterium. Consider the example:

· arm (human -) is part of a human being(human +)

· wood (s/substance) is part of a table(d/discrete object)

While the dependencies between meronym and holonym sorts were specified manually, such an approach turned out to be difficult for the semantic features. Thus, we applied a machine learning algorithm to learn the admissible combinations, the so-called TAN algorithm (Tree Augmented Naïve Bayes) (Friedmann, 97).  Several new features were introduced for determining the quality score of meronymy hypotheses, for instance the approach of Costello (Costello, 2007) which employs an existing taxonomy. Still, some of the hyponymy feature proved to be useful for meronymy recognition to, like the Correctness Rate.
 5  Conclusion and Future Work

We showed a method to automatically derive patterns for hypernymy extraction in form of SNs by following the Minimum Description Length principle. A list of such patterns together with precision and number of matches were given to show the usefulness of the applied approach. The patterns were applied on the Wikipedia corpus to extract hypernymy hypotheses. These hypotheses were validated using several features.  Depending on the score, an arbitrary high precision can be reached. Future work includes the application of our learning algorithm to larger text corpora in order to find additional patterns. Furthermore, we currently compare this approach with a reimplementation of the method of (Cimiano et al., 2005).
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�WOCADI is the abbreviation for word class disambiguation.


�For better readability, all concept names are translated from German to English.





